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Forecasting Inflation in Egypt (2019-2022) by using AutoRegressive 
Integrated Moving Average (ARIMA) Models

The AutoRegressive Integrated Moving Average (ARIMA) model was employed to investigate annual infla-
tion rates in Egypt from 2018 to 2022. The study planned to forecast inflation in Egypt for the upcoming period 
from August till December of 2022, and the best fitting model was carefully selected based on the minimum 
AIC value. ARIMA model was applied using EViews10. It is made up of three processes: the Autoregressive 
process (AR), the differencing process (d), and the Moving Average Process (MA). The Box–Jenkins method-
ology for analyzing and modeling time series is characterized by four steps: model identification, parameter 
estimation, diagnostic checking, and forecasting. This study used Autoregressive Integrated Moving Aver-
age (ARIMA) model to estimate and forecast the inflation rates for the year 2018-2022 using the univariate 
historical data of inflation rate. The ARIMA (1, 1, 1) model is stable and most suitable model to forecast 
inflation in Egypt for the next five months. The percent value of the inflation in August is (11.4±4.20); Sep-
tember (10.6±4.13); October (10.0±4.03); November (9.5±4.23) and December (9.2±4.11). In order to reduce 
inflation and increase macroeconomic stability in Egypt, policymakers should continue to implement sound 
economic policies.
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INTRODUCTION

A sustained rise in the average level of goods and services 
over time is referred to as inflation.  (Blanchard, 2000). The Cen-
tral Bank of Egypt’s (CBE) monetary policy goal is to achieve low 
inflation rates, which are necessary for sustaining strong invest-
ment and growth rates as well as for preserving public confi-
dence in the Egyptian economy (Hosny, 2016.). 

According to numerous country experiences, low inflation 
is essential for macroeconomic stability because high inflation 
generally undermines it through lower domestic savings caused 
by real interest rates that are profoundly negative, lower capi-
tal accumulation because of increased uncertainty, and real ex-
change rate appreciation due to widening inflation differentials 
with trading partners (Moriyama, 2011).

    The literature on economics has frequently and unfavour-
ably analyzed the issue of inflation, which is crucial for both de-
veloping and in dustrialised nations (Justine et al., 2017). As a 
particular issue for this country and a local one, inflation refers 
to the long-term rise in average prices for goods, services, and 
commodities across the whole economy caused by a decline of 
the value of a nation’s currency (Chua, 2015).

If the inflation rate is low, price stability is shown; if it’s high, 
it’s not (Ngpilipinas, 2018).  Food price increases, increases in 

overseas pricing, and an increase in the federal funds rate are just 
a few of the factors that contribute to inflation (Mariano, 1985), 
Inflation is an important gauge of how well central banks are 
doing.

Forecasts of inflation are therefore viewed as crucial factors 
on which monetary policy choices are based (Yap, 1996).  

In the national macroeconomic policy debate, it is one of 
the most-discussed topics in addition to being a crucial vari-
able for monetary policy decision-making (Moser et al., 2004).  
In economic and technological literature, there is a wide variety 
of methods for predicting and determining inflation. One of the 
key components of econometric modelling is forecasting, and it 
comes in two types. One is the well-known statistical forecasting 
that can be based on historical data, and the other is economic 
forecasting that can be based on multivariate models. These two 
types of forecasting are known as linear regression and multivar-
iate models, respectively (Zafar et al., 2015). Over the past few 
decades, analysis of inflation has increased steadily, opening new 
opportunities for knowledge extraction from it from many an-
gles. Data mining is a well-known technique for finding intrigu-
ing patterns and information in data (Rajalakshmi et al., 2015; 
Zanetti et al., 2018).

In fields involving business intelligence, sciences, finance, 
government, economics, and marketing, data mining analytics 
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such as neural networks, classification, clustering, decision trees, 
and more have become widespread.

In general, social sciences and humanities will be impacted by 
the usage of such methodologies (Cagas et al., 2019)  

There is a substantial amount of academic and empirical lit-
erature on inflation and studies related to inflation. A study by 
Kitchin (2014) employed an appropriate autoregressive-moving 
average (ARMA) model to evaluate the behaviour of month-
over-month (m-o-m) inflation.

Findings demonstrated that the BSP’s inflation targeting 
strategy was successful in anchoring inflation because, at the 
time of introduction, its rate was considered to be mean-sta-
tionary.  In addition, the ARIMA (1, 2, 1) model was employed 
to forecast inflation rates in Sudan. Based on the historical data 
examined, which spans the years 1970–2016, the result showed 
that Sudan’s inflation is expected to rise in the years 2017–2026. 
(Medalla and Fermo, 2013).  

Additionally, a study that forecasts Nigerian inflation rates for 
2017 was carried out using the ARIMA (1, 2, 1) model because it 
was determined to be the best model based on the AIC, AICc, and 
BIC statistical criteria. Following the 95% confidence interval, the 
forecasted number showed that an increase in the inflation rate 
in Nigeria is expected. (Abdulrahman et al., 2018).

This paper implemented the traditional ARIMA methodology, 
a type of time series simple data of yearly inflation. Various ARI-
MA models were observed, and the best model that will be used 
in predicting the inflation rate is selected from it.

MATERIALS AND METHODS

Data Collection

The data set used for this analysis includes annual rates of in-
flation in Egypt for the years 2019 through 2022. The World Bank 
was used to source all the data. The goal was to demonstrate 
the accuracy of an ARIMA model for analysing and predicting 
inflation rate series Box- Jenkins’s (Box et al., 1994). EViews10 
was used to implement the ARIMA model. It is composed of the 
Moving Average Process (MAP), the Autoregressive Process (AR), 
and the Differencing Process (d) (MA) (Adubisi et al., 2018). Using 
simple historical data on inflation rates, this study employed the 
Autoregressive Integrated Moving Average (ARIMA) model to 
estimate and predict the inflation rates for the years 2018–2022.

Model description

ARIMA modeling (Urrutia et al., 1992; Box et al., 1994; Chua, 
2015). Depending on the kind of data, an ARIMA model is split 
into three parts: 

The Autoregressive (AR) Model The following is an AR(p).
   

Where ut denotes a white noise error term.
The dependent variable (i.e., the variable of interest) is fore-

casted in the context of future observations using an autoregres-
sive (AR) time series model, which is the first component.     

   
The Moving Average (MA) Model

The second component is the moving average (MA) models, 
which estimate upcoming observations of the dependent vari-

able by including historical data from the white noise process 
(i.e., historical forecast errors). The following is a representation 
of the first-order MA model (MA (1). The MA(q) model, a weight-
ed or moving average of the present and previous white noise 
error components, can also be used to simulate Yt: 

 

The ARMA (p, q) model combines AR and MA

           The stationary ARMA model is created by combining 
the two stationary models, MA and AR. In the event that the in-
putted data are nonstationary, a third component is utilised to 
transform the inputted data into stationarity by differencing (in-
tegrating (I)) original series, which according to (Rohrbach and 
kiriwaggulu, 2001) and (Nau, 2018) is represented as:

 
where y′t is the anticipated consumption, yt and yt−1 are original 
series and lagged original series, respectively. The three first-or-
der models combined produce models that can be utilized for 
estimation.

Stages in ARIMA model building

The Box-Jenkins method of time series analysis and modeling 
(Box et al., 1994) is (model identification, parameter estimates, 
diagnostic verification, and forecasting) are comprised of these 
four processes.

Model identification

The data used in creating time series models should be sta-
tionary.

When non-stationary data are incorporated into a model, the 
conclusions could point to an unreliable link. (Chua, 2015) Time 
series data must therefore be checked for stationary pattern be-
fore choosing the model.     

Data that are stationary have statistical characteristics that do 
not fluctuate over time. (Nau, 2018). Formally, a time series is 
considered stationary if it exhibits constant mean and variance as 
well as an autocovariance that is independent of time.) (Adubisi 
et al., 2018). The data are deemed nonstationary if any of these 
conditions are not satisfied.

To identify this issue, the data will be subjected to the auto-
correlation function (ACF).

The data are nonstationary if the ACF plot is positive and has 
a very slow linear decline trend.

If this nonstationary issue is brought on by the mean or mod-
el transformation, or if it is brought on by variance, proper data 
differencing can be applied to fix it. (Ramasubramanian, 2016; 
Adubisi et al., 2018; Nau, 2018).  Establishing the starting values 
for the seasonality and non seasonality orders is the next step (p 
and q).

The ACF and partial ACF (PACF) are the main analytical meth-
ods employed in this step.

We compute correlation between Yt and Yt-k over the n-k pairs 
in the data set to determine the autocorrelation of lag k, which is 
one hallmark of stationary data.  
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Where Yt stands to the original set, Yt-k is a lagged version of 
original series and μ is the mean. The linear correlation between 
Yt and Yt-k, compensating for any potential effects of linear con-
nections between values at intermediate lags, is referred to as 
the PACF.

Although the second order can be calculated as follows, the 
first order partial is equivalent to the first order autocorrelation.

 

While the PACF issues the order of MA(q), the ACF issues the 
order of AR (p)

Parameter estimation

Using least squares, as outlined by Box and Jenkins, we at-
tempt to discover precise estimates of the model’s parameters 
after determining an appropriate order for ARIMA (p,d,q). Maxi-
mum likelihood, which is asymptotically accurate for time series, 
is used to determine the parameters

. 
Diagnostic verification

Produces diagnostic results to assess the model’s suitabili-
ty. Test the significance of the parameters shows whether certain 
model parameters can be eliminated. Other if the residual series 
contains extra information that can be useful to attempt a differ-
ent model, then repeat the estimate and diagnostic testing step. 
Tests used to decide on fit model test residuals follow white noise 
if it was not in this case.

Forecasting

In order to produce confidence ranges for these projections, 
we utilized the final model to forecast upcoming values of the 
time series addition.

The key indicator of an ARIMA model’s success is how well it 
forecasts both during and outside of the sample period.

RESULTS AND DISCUSSION

Step One: Model identification: Testing for stationarity

If a change in time does not result in a change in the distribu-
tion’s shape, a time series is said to be stationary.

Unit roots are one reason for non-stationarity; fundamental 
distributional features like the mean, variance, and covariance are 
constant throughout time. 

Figures (1) and (2) illustrate Egyptian inflation is not steady 
for this period, according to the initial content’s time charts. A 
stochastic trend in a time series known as a unit root, also known 
as a unit root process or a difference stationary process, is fre-
quently referred to as a “random walk with drift.” If a time series 
has a unit root, it displays an unpredictable systematic pattern. 
Tests for stationarity in a time series are known as unit root tests. 
The statistical power of these tests is notoriously low. There are 
numerous tests since none stand out as having the most power. 

Among the tests is the Augmented Dickey-Fuller (ADF) (Fuller, 
1976), a linear regression-based test.

Serial correlation can be problematic, as seen in table 1, in 
which case the Augmented Dickey-Fuller (ADF) test might be ap-
plied. Larger and more complicated models are handled by the 
ADF. Its rather high Type I error rate is a drawback.   The Aug-
mented Dickey Fuller Test (ADF) is a stationarity unit root test. In 
the analysis of time series, unit roots might lead to unexpected 
outcomes. These models include lag differences. 

 

 Figures 1, 2 and 3, illustrates the nonstationarity of the data 
in terms of variance or mean.

A logarithmic expression also demonstrates non-stationary 
behaviour of the data. Mathematical transformations like natural 
logarithm figures can be used to address instability in variance. In 
addition, the Augmented Dickey-Fuller (ADF) (Fuller, 1976), Table 
(1)’s null and alternatives for the unit root test are: Ho: time series 
have a unit root (non-stationary); if the p-value from ADF >0.05, 
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Figure 1. The time plots  of the initial data indicate that Egyptian inflation is not a stationary 
for this series.

Figure 2. Histogram and Stats of the initial data indicate that Egyptian inflation is not a 
stationary for this series.
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H0 is accepted. ADF in Table 1 indicates that the time series is not stationary 
at the data level and that differencing, as utilized in the creation 
of ARIMA models, must be performed to achieve stationarity. Ha: 
time series do not follow unit root (stationary).

Hence, using the series is steady because of the first-order 
difference, ln inflation I (1) (Table 2).

Step Two: Model estimation

 The PACF and ACF values are used to determine the values 
of the other two ARIMA model parameters, p and q. The Correlo-
gram (at 1” Differences) at Figure (4) that help us to choose a lag 
length to execute the test. 

The lag duration should be selected to prevent serial correla-
tion of the residuals. The many models are utilized to determine 
the worth of Figures 5 and 6 respectively (in contrast to PACF at 
all other lags) reveal that the initial lag value of PACF is statisti-
cally significant, offering a potential model for Egypt’s inflation 

Figure 3. A logarithmic expression also show  Non- stationary behavior of the  data.

1. The test The Augmented Dickey-Fuller test statistic (ADF) in Levels-intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

1% level (-3.59) Non-stationary

5% level (-2.93) Non-stationary

Inflation rate -1.128 (0.69) 10% level (-2,60) Non-stationary

2. The test The Augmented Dickey-Fuller test statistic (ADF) in Levels-Trend and intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

1% level (-4.19) Non-stationary

5% level (-3.52) Non-stationary

Inflation rate - 0.88 (0.94) 10% level (-3.19) Non-stationary

3. The test The Augmented Dickey-Fuller test statistic (ADF) Non Levels- trend and intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

1% level (-2.62) Non-stationary

5% level (-1.94) Non-stationary

Inflation rate -0.39 (0.53 10% level (-1.6) Non-stationary

Table 1. Unit root test by The Augmented Dickey-Fuller test statistic (ADF) Test.

1. The test The Augmented Dickey-Fuller test statistic (ADF) in Levels-intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

1% level (-3.60) Stationary 

5% level (-2.93) Stationary 

Inflation rate -3.92 (0.004) 10% level (-2.60) Stationary 
2. The test The Augmented Dickey-Fuller test statistic (ADF) in Levels-Trend and intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

1% level (-4.20) Stationary 

5% level (-3.52) Stationary 

Inflation rate -5.09 (0.000) 10% level (-3.19) Stationary 
3. The test The Augmented Dickey-Fuller test statistic (ADF) Non Levels- trend and intercept

Variable                            ADF Statistic and probability Critical Values Conclusion

Inflation rate -5.32 (0.000)

Table 2. Unit Root test at the first difference by The Augmented Dickey-Fuller statistic (ADF) Test.
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series. The dependent variable (i.e., the variable of interest) is 
forecasted based on prior data in the autoregressive (AR) (1) time 
series model. (Anderson, et al., 2001).

For the Egyptian inflation rate series. The model that fits the 
data the best is ARIMA (1, 1, 1). Figure 5 shows the statistical 
significance of the first lag value of PACF, whereas none of the 
other lags are. This implies a potential AR (1) model for series. 
Since only the first lag of the ACF is statistically significant and 
all other subsequent autocorrelations are not, MA (1) is the sug-

gested moving average. Following the first order, ARIMA is the 
model that fits the Egyptian inflation rate series the best (1, 1, 1). 
Therefore, it is clear from figure 5 that all of the output’s values 
are significant. Consequently, forecasting is done using this ap-
proach. It is vital to validate assumptions first before forecasting 
(Studenmund, 2016).

Step Three: Diagnostic Checking
       
In Figure (7), the quality of a collection of statistical models 

is compared using Akaike’s information criterion (AIC) (Akaike, 
1973). Each model was ranked by the AIC from best to worst. The 
model that was neither under-fitting nor over-fitting is consid-
ered the “best.” 

Additionally, Figure (8), Correlogram-Q-Statistics shows that 
there isn’t a lag with a probability value of less than 0.05. There-
fore, it can be said that there is no autocorrelation in the residual. 

Figure (9) reports the inverse roots of the AR and MA charac-
teristics (Chua, 2015). If all roots have a modulus of less than one 
and are located inside the unit circle, the predicted AR and MA 
are stable (stationary).

Step four: Forecastin

In the forecast stage, we project future time series addition 
values using the final model in order to produce confidence in-
tervals or standard errors for these projections. The key indicator 
of an ARIMA model’s success is how well it forecasts both during 

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 Year

2019 2019

Inflation 12.7 14.4 14.2 13 14.1 9.4 8.7 7.5 4.8 3.1 3.6 7.1 9.4

predicted 12.7 14.4 14.2 13 14.1 9.4 8.7 7.5 4.8 3.1 3.6 7.1 9.4

2020 2020

Inflation 7.2 5.3 5.1 5.9 4.7 5.6 4.2 3.4 3.7 4.5 5.7 5.4 5.1

predicted 7.2 5.3 5.1 5.9 4.7 5.6 4.2 3.4 3.7 4.5 5.7 5.4 5.1

2021 2021

Inflation 4.3 4.5 4.5 4.1 4.8 4.9 5.4 5.6 6.6 6.3 5.6 5.9 5.2

predicted 4.3 4.5 4.5 4.1 4.8 4.9 5.4 5.6 6.6 6.3 5.6 5.9 5.2

2022 2022

Inflation 7.3 8.8 10.5 13.1 13.5 13.2 13.6 -- -- -- -- -- 11.4

predicted 7.3 8.8 10.5 13.1 13.5 13.2 12.3 11.4 10.6 10 9.5 9.2 10.8

Table 3. The forecast inflation value in Egypt for the upcoming period from August till December of 2022.

Figure 4. A lag length for  PACF and ACF  of the first order of  Augmented Dickey-Fuller 
(ADF).

Figure 5. TheAutoamtic equations for  ARIMA model out put for the log inflation data for 
egypt 2019-2022.

Figure 6. The Autoregressives (AR)(p) and the Moving Average (MA)(q)  for  ARIMA 
models out put for the inflation
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and outside of the sample period. The percentage value of infla-
tion for the following five months of the year 2022 (Nau, 2018) is 
shown in Table (3) and Figure (10).

For the next five months, the most reliable model to predict 
inflation in Egypt is the ARIMA (1, 1, 1) model since it is stable. 
That applies to the initial difference with p = 1 and q = 1. The 
percent value of the inflation in August is (11.4±4.20); September 
(10.6±4.13); October (10±4.03); November (9.5±4.23) and De-
cember (9.2±4.11).

CONCLUSION

The ARIMA (1, 1, 1) model is stable and most suitable model 
to forecast inflation in Egypt for the next five months. The per-
cent value of the inflation in August is (11.4±4.20); September 
(10.6±4.13); October (10.0±4.03); November (9.5±4.23) and De-
cember (9.2±4.11) with average standard error based on the re-
sults. In order to reduce inflation and increase macroeconomic 
stability in Egypt, policymakers should continue to implement 
sound economic policies.
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