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Abstract
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Review Article

Machine Learning Based Prediction for Solving Veterinary Data 
Problems: A Review

What if we could detect disease before it manifested itself? While it may appear to be fantasy, it is currently 
being used in human and animal health by combining advanced computing power with artificial intelligence 
(AI). Machine learning (ML), a subfield of AI, is a recent approach for developing predictions in many areas of 
medical science through classification and regression. Using ML to solve veterinary data problems is still un-
usual. It can aid in farm decision-making processes. ML outperformed statistical models in disease prediction, 
which produce a high bias in most cases and reduce model reliability when assumptions are violated. Some 
challenges of ML, such as data size, algorithm tunability, and feature selection, must be considered in order to 
develop a good predictive model. This review aimed to discuss the role of ML in solving veterinary problems 
and spotting the light on overcoming the possible challenges, and to encourage the researchers to increase the 
application of ML over conventional methods.

KEYWORDS
  Machine learning, Veterinary, Prediction, Classification, Imbalance.

INTRODUCTION

Machine learning (ML), a branch of artificial intelligence (AI), 
focuses on the learning aspect of AI by using subsets of data to 
create algorithms that best represent the data. While traditional 
methods’ algorithms can be explicitly coded using known fea-
tures (Hastie et al., 2009; James et al., 2013). 

ML models provide a great ability to analyze highly dimen-
sional, non-linear data, and complex clinical scenarios (Jordan 
and Mitchell, 2015; LeCun et al., 2015). On the other hand, some 
studies Banerjee et al. (2021) and Navarro et al. (2021) noted that 
ML approaches are frequently used in tiny and low-dimensional 
situations.

ML algorithms are broadly classified into four types: super-
vised, unsupervised, semi-supervised, and reinforcement learn-
ing algorithms (Mohammed et al., 2016). Supervised learning 
entails mapping input data to output data using input-out pairs 
of data. Classification and regression are the two most com-
mon types of supervised ML. While unsupervised algorithms are 
based on unlabeled datasets and do not require human inter-
vention. Semi-supervised learning is a hybrid of supervised and 
unsupervised ML (Han et al., 2022).  Reinforcement learning (en-
vironment-driven approach) automatically evaluate behavior in a 
specific situation or environment in order to improve efficiency 
relying on software and machines (Kaelbling et al., 1996). 

 New data analysis tools may now offer new options to 

aid in synthesizing the strong framework of dairy farms, hence 
improving future management decisions. This shows the oppor-
tunities that ML techniques could provide for dairy production. 
Analyzing huge integrated datasets may enable farmers to pro-
vide improved decision support systems, assisting them to im-
prove the wellbeing and efficiency of their animals (Cockburn, 
2020). When compared to human medicine, the application of 
ML models in veterinary medicine is extremely limited (Wan and 
Bao, 2009; Parkhi et al., 2011). With few studies, applying ML to 
solve veterinary data problems has received little attention (An-
holt et al., 2014; Santamaria and Zimmerman, 2011). 

This review highlighted the application of ML models in the 
veterinary field in order to encourage researchers to use ML 
methods in solving veterinary problems rather than relying solely 
on traditional methods; to provide researchers with basic infor-
mation for a successful application; and to highlight some chal-
lenges in the application.

The most common traditional methods in 
veterinary data analysis

Some of frequently used traditional statistical methods that 
applied to solve veterinary problems are, linear regression (Fer-
nandes et al., 2020; Tirink and ÖNDER, 2022), cox regression 
(Holm et al., 2009), logistic regression (LR) (Holm et al., 2009; 
Mohamad Hifzan et al., 2015), non-linear regression (Mohamad 
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Hifzan et al., 2015), and analysis of variance (El-Bayomi et al., 
2019).

In epidemiology, LR is well known and commonly used 
(Freedman, 2009). Logistic regression is frequently employed in 
the analysis of binary output data. If the response has many cate-
gorical levels, LR grows more complex and incorporates multiple 
outcome functions (Yan et al., 2016). Overestimation of the effect 
size is a significant issue when using LR in research with small 
to moderate sample sizes. As a result, large sample sizes are re-
quired for LR to offer sufficient numbers in both outcome vari-
able categories. Furthermore, the more independent variables 
are included, the larger the sample size required. Hosmer and 
Lemeshow advocate sample sizes of at least 400, with a minimum 
of ten cases per independent variable (Hosmer et al., 2013).

The implementation of the multiple linear regression (MLR) 
technique is complicated by the fact that its assumptions are not 
always met, which can result in biased results and failure to pro-
vide reliable prediction (Ernst and Albers, 2017).

ML’s contribution to a better understand-
ing of animal epidemiological schemes

Traditional statistical methods focus on inferences and are 
based on setting a hypothesis that might be accepted/reject-
ed depending on how it fits with the measured data. While ML 
methods are hypothesis-free and do not require a specific data 
distribution to make a prediction (Valletta et al., 2017). 

In the area of veterinary science researchers can use machine 
learning and data science, datasets for different purposes. Mach-
ado et al. (2015) applied random forests (RF) for prediction of 
bovine viral diarrhea. Bradley and Rajendran (2021) used artificial 
neural network (ANN), RF and other ML algorithms to increase 
taking on rates at animal shelters. 

Disease diagnosis, animal welfare, population medication, 
education, and industry aspects of the veterinary field could all 
benefit from artificial intelligence and ML (Appleby and Basran, 
2022).

A range of fish diseases are being diagnosed using ANN, 
case-based, rule-based, and fuzzy logic systems (Zeldis and 
Prescott, 2000).  Chen et al. (2022) reported that the ANN model 
outperformed the MLR model in predicting dairy cattle animal 
waste nutrient levels.

The ANN, random forest regression (RFR) and support vector 
regression (SVR) can be applied to approximate complex rela-
tionship to evaluate the pattern of rumen fermentation Craninx 
et al. (2008), animal diet formulation Saxena and Parasher (2019), 
and milk production (Fernández et al., 2006). Bobbo et al. (2021) 
used ML methods to predict bovine mastitis in dairy cows.

Cushing’s syndrome prediction in dogs can be improved 
by applying ML in disease diagnosis, that using ML as a deci-
sion-support tools is recommended (Schofield et al., 2021).

Simple and interpretable ML models are produced when 
applying decision tree in veterinary, clinical, and environmental 
fields (Kuhnert et al., 2000; Saegerman et al., 2011). Romero et al. 
(2020) classified cows at risk of tuberculosis using decision tree.

Successful implementation of machine 
learning

 The nature and features of the input data and the perfor-
mance of the learning algorithms are crucial in determining how 
effective the ML solutions are. Association rule learning and re-
inforcement learning techniques are available to effectively build 
ML data-driven systems for classification, regression, clustering, 

feature engineering, and dimensionality reduction (Han et al., 
2011). 

When applying ML models to produce successful applica-
tions with high model accuracy, several factors must be consid-
ered, including data size, feature selection criteria, train/test split 
ratio, hyperprameter tuning, data class imbalance, training the 
algorithm, and class imbalance.

Data preprocessing

ML are input-data-dependent to arrive the classification pre-
diction. The quality of data reflected on ML prediction perfor-
mance (Crone et al., 2006). A great role is attributed to prepa-
ration of the data and training process (Awaysheh et al., 2019).

Train /Test split

The importance of splitting data into train and test sets is to 
validate the model by comparing algorithm performance in train 
and test sets (Vabalas et al., 2019).

Overfitting and under-fitting are the two most common 
problems that may arise when validating the model. When algo-
rithms perform well in the training set but fail to generalize to the 
test set, this is referred to as over-fitting. Under-fitting the model 
results in inaccurate predictions with higher error in the test set 
(Goodfellow et al., 2016).

Simple-random split

Data is divided randomly into a large train set for mod-
el building and training and small separate test set for model 
validation. Various split ratio previously used. One of the most 
common split ratio used in veterinary studies are 80:20% used in 
study of Machado et al. (2015) and Romero et al. (2022), 70:30% 
by Punyapornwithaya et al. (2022), and 60:40% by Keshavarzi et 
al. (2020). Other studies used 50:50% (Kwon et al., 2015).

Cross-validation (CV) split

Cross-validation is another common approach to perform 
train/test split. Commonly, many rounds or folds of cross-valida-
tion are accomplished, and the average of folds’ performance is 
obtained do reduce variability (Kohavi, 1995). Depending on the 
number of folds, there are several cross-validation approaches. 
The most common approach is K-fold cross-validation, where K 
is the commonly K = 10 is used. Leave-one-out cross-validation 
is another common approach that represents K-fold cross-vali-
dation taken to its extreme, with K equal to the number of data 
instances (Awaysheh et al., 2019).

When validation with a separate dataset is not possible due 
to the small sample size, K-Fold CV is effective because it allows 
one to use all of the data for both training and validation. If vali-
dation were performed on a separate dataset, twice as much data 
would be required to have the same amount of data for train-
ing and validation. When compared to Train/Test, using all of the 
available data for validation should result in out of sample error 
estimates that are less influenced by noise and more representa-
tive of the population (Vabalas et al., 2019).

Variable selection

Variable selection is the inclusion process of the selected vari-
ables in a specific model from a large list of variables, removing 
those that are irrelevant or redundant (Ratner, 2010). Chi-square 
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widely used for qualitative data variable selection, it is reported in 
many recent studies for perdition and classification (Punyaporn-
withaya et al., 2022).

It is advised to start the variable selection process with uni-
variate analysis. Significant variables with p < 0.25 are kept and 
used in multivariate analysis. A higher significant level is recom-
mended to include more variables in multivariate analysis be-
cause univariate analysis ignores the fact that weakly associated 
variables have a significant contribution when they are combined 
(Hosmer  et al., 2013). Keshavarzi et al. (2020) used LR as a se-
lection method of the bulls’ genetic information at p < 0.05 for 
inclusion the variables.

Several studies discussed the various types of variable selec-
tion and their advantages and drawbacks (Yoo et al., 2012; Li et 
al., 2020).

Sample size considerations in machine 
learning

ML is heavily reliant on sample size. A larger dataset that 
covers the greater variation in disease features is recommend-
ed for use in ML classification models to develop more robust 
models to be applicable in the real-world situations (Rashid and 
Calhoun 2020). However, several articles of prior ML studies have 
discovered an inverse relation between sample size and accura-
cy (Schnack and Kahn 2016; Varoquaux 2018). Predictions with 
high accuracy are usually confined to studies with small sample 
sizes (Arbabshirani et al. 2017). Recent large-scale inquiry results 
have raised a fundamental problem in the field. ML research with 
larger samples, in particular, did not provide better results, but 
consistently produced worse outcomes than studies with small 
samples (Flint et al., 2021).

When the dataset is too small to be used sufficiently in vali-
dation set, cross-validation techniques can be used to pick mod-
el hyper-parameters. After reserving a portion of the data for 
testing, k-fold validation entails dividing the training set into k 
subsets, k1 of which are utilized for training and the final one 
to evaluate performance. This process is done k times, and the 
performance scores from each subset averaged for each set of 
hyper-parameters to test. Random decision forests are appealing 
for smaller datasets (Vabalas et al., 2019). 

Previous studies applied ML in small datasets and obtained 
respectable results. For example, Johnston et al. (2015) achieved 
a high classification accuracy of 85% in their study using the sup-
port vector machine learning method (SVM) with only 42 partici-
pants, 20 adults with disease and 21 controls. 

The availability of the data rows and columns (variables) af-
fect the optimal size of data (Wiemken and Kelley, 2019). ML can 
be implemented by data size ranged from thousands of records 
(Carslake et al., 2020;  Song and Ying, 2015), to less than 500 re-
cords (Shaikhina et al., 2019) or even very small just less than 100 
records (Burti et al., 2022; Cheng et al., 2020).

Class imbalance

Class imbalance is a serious issue that sparked the interest 
among ML researchers, often related to classification conditions. 
It refers to a condition when the instances of one class outnum-
ber the instances of other classes. The predominant class is re-
ferred to as the majority class, while the class with lower cases is 
the minority class. However, in many applications, the class’s low-
er instances are the more interesting ones, which exaggerates the 
problem (Satuluri et al., 2012). The class imbalance may be due 
to a variety of factors, the most prominent of which are economic 

constraints that many researchers face, or it may be due to the 
nature of some diseases that occur in populations with very low 
prevalence. Nguyen et al. (2009) attributed the possible causes of 
imbalance to intrinsic property or due to data acquisition restric-
tions such as cost, privacy, and time.

The imbalance ratio between minor and major classes ranges 
from 1:4 to 1:100; if it exceeds this ratio, the data is considered 
extremely imbalanced (Picek et al., 2018).

Handling class imbalance

Resampling technique

Data resampling techniques are typically divided into two 
types under-sampling and oversampling. Under-sampling reduc-
es the number of events for a majority class so that it is the iden-
tical or comparable to the minority class. Over-sampling increas-
es the number of occasions in the minority class in order to make 
it equal to the majority class. In an imbalanced multiclass setting, 
under-sampling limits the number of instances in all classes ex-
cept the one with the fewest, while oversampling increases the 
number of instances in all classes except the one with the most 
(Picek et al., 2018). The third method is Synthetic Minority Over-
sampling Technique (SMOTE) which act by taking each minori-
ty class instance and introducing synthetic instances along the 
line segments connection any/all of the k minority class’ nearest 
neighbors using Euclidean distance (Chawla et al., 2002).

Picek et al. (2018) evaluated the role of resampling tech-
niques in their imbalanced data. Their results showed how var-
ious balancing techniques, over-sampling, under-sampling, and 
specially, SMOTE can help ML classifiers to achieve better results 
(improved entropy).

Romero et al. (2022) used down sampling for training data 
to treat class imbalance in their study which use RF and classi-
fication tree ML models to classify herds with inconclusive reac-
tors at bovine tuberculosis surveillance tests as high- or low-risk. 
The classification tree model, trained on down-sampled data had 
higher sensitivity (74 % vs 70 %), lower specificity (89 % vs 93 %), 
and the same AUC (83 %) compared to the non-downsampled 
equivalent.

Weller et al. (2021) applied oversampling and SMOTE to al-
leviate the class imbalance due to the low prevalence (30%) in 
the training subset. The models built without resampling per-
formed worse than models built using SMOTE or oversampling 
techniques. 

Keshavarzi et al. (2020) investigated the impact of imbalanced 
data on ML algorithms performance. When algorithms applied to 
the balanced dataset, the results showed that up and down sam-
pling resulted in significant (P < 0.05) upgrades in the abortion 
prediction models, with the down-sampling technique outper-
forming (higher AUC) the up-sampling technique. While the im-
balanced data performance ranged from 32.3% (poor) to 69.2% 
(medium upward). 

Tuning the algorithms’ parameters

The tuning of hyperparameters is a critical issue in modern 
ML application problems. The default values of the model’s hy-
perparameters can be obtained from specific software packages 
or manually configured using trial-and-error for adjusting the 
maximum values (Probst et al., 2019). Different hyperparameter 
initialization values may influence ML metrics such as accuracy 
(Nematzadeh et al., 2022).

Chen et al. (2022) performed ANN ML in their study, and to 
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set the optimal hyperparameters. ANNs were trained by various 
features, numbers of hidden layer(s) and neuron(s), training al-
gorithms, learning rates and the error threshold as stopping cri-
teria. Depending on trial-and error to reach the lowest RRMSE, 
a change in number of the hidden layers and neurons in each 
hidden layer were evaluated. The results showed they greatly 
affected the performance of ANN models. Therefore, a feedfor-
ward network with 2 hidden layers, the first layer with 3, and the 
second one with 6 hidden neurons is the best tuned hyperpa-
rameters for predicting nitrogen excretion in lactating dairy cows. 
Other studies obtained different parameters as there is no rule 
for the optimizing the numbers of hidden layer(s) and their neu-
rons. (Craninx et al., 2008) developed an ANN model with one 
hidden layer and 6 hidden neurons for predicting rumen acetate, 
propionate and butyrate proportion. 

The alternative method for tuning hyperparameters is using 
data-dependent tuning strategies Guyon et al. (2010), that at-
tempt to minimize the expected generalization error of the in-
ducing algorithm by evaluating predictions on an separate test 
set, or by running a resampling scheme such as cross-validation 
(Bischl et al., 2012). Simple grid search or random search strate-
gies are available (Bergstra and Bengio, 2012).

Though few veterinary epidemiological studies adopt ma-
chine learning-based algorithms, and the majority of these stud-
ies ignore the importance of tuning for model parameters (Lari-
son et al., 2014).

In a study of Chen et al. (2022), the results showed that the 
performance of ANN models were greatly improved by the turn-
ing process of selection of features and learning algorithms.   

Tuning ML algorithms and using proper validation method 
are necessary to enhance generalizability and avoid overfitting 
problems, which smaller datasets are more especially susceptible 
to Charilaou and Battat (2022).

CONCLUSION

There is a significant impact of machine learning on veteri-
nary medicine. This review focused primarily on disease predic-
tion and only slightly on other occasions of solving veterinary is-
sues. It is time for researchers and farm-decision makers to focus 
more on applying ML algorithms in the veterinary field. Conven-
tional statistical methods necessitate establishing assumptions 
and comprehending hypotheses, which non-statisticians may be 
unfamiliar with. 

The researchers that would apply ML models in their work 
should be cautious with several considerations to ensure that 
the ML prediction is reliable. The review summarized some of 
the challenges that may arise when implementing ML. The most 
important issue is the data quality used to train the models; the 
higher the quality, the better the model’s predictive performance; 
otherwise, it’s a case of garbage in, garbage out. Class imbalance 
should be addressed and treated; SMOTE technique provides 
more precise predictions. Another important point to note is that, 
while ML requires relatively large and high-dimensional data sets, 
it performs well when applied to small-sized data sets because it 
provides several techniques for dealing with small data sets as 
cross-validation techniques.
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